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ABSTRACT 
 
This research identified the best imputation technique for the price of gold in Turkey, Saudi Arabia, 
and Indonesia which has been applied to the GSTAR model based on the smallest RMSE value. 
The moving average smoothing technique with k = 2, 3, 4, and 5 have been used in this study. 
However, the moving average smoothing technique with k = 3 is the best technique for importing 
gold price data during weekends in Turkey, Saudi Arabia, and Indonesia. 
 
Keywords: Gold prices, imputation techniques, RMSE, weekend. 

 
INTRODUCTION 

The Generalized Space Time Autoregressive (GSTAR) is one of the models used in 
statistical analysis for forecasting. The model is a multivariate model model formed from the 
influence of space and time. There have been several studies related to GSTAR [1], [2], [3], [4], 
[5], [6], [7]. One important element in the model is a spatial weighting matrix. The weighting 
matrices that have been widely used in many studies of various fields is the weighting distance 
inverse [6], [7], [8], [9], [10], [11], [12], [13], [14]. This spatial weighting has also been used in 
this study. The weighting assumes that the closer the distance between the object, the greater the 
effect on the dependent variable. 

Missing value is one of the problems that is often faced in statistical analysis, especially time 
series topic [6], [15], [16], [17], [18]. Many things that cause incomplete data include holidays, 
system damage, etc. In this study it has implemented a solution to overcome missing value with 
moving average smoothing. The solution that has been applied is a moving average smoothing on 
k = 2, 3, 4, and 5. The GSTAR model has been applied to each data that has been carried out by 
the Imputation of Moving Average Smoothing. To choose the best moving average smoothing 
average root mean square error (RMSE). RMSE has been applied in various fields [19], [20]. 
Finally, based on the smallest RMSE value, the GSTAR model with the best missing value 
imputation technique. 
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METHOD  
The data that has been used in this study is the price of gold in Indonesia, Turkey, and Saudi 

Arabia from January 1, 2018 to August 31, 2021 in the troy ounce unit. The price of gold has been 
displayed in Turkey at the TRY/troy ounce, in Saudi Arabia on the SAR/troy ounce, and in 
Indonesia at IDR/troy ounce. But the data that has been obtained from the World Gold Council 
has a missing data for weekends so that the imputation moving average smoothing technique has 
been used as equation 1 to complete it. 

 
 

𝑀𝑀𝑀𝑀𝑡𝑡 =
𝑇𝑇𝑛𝑛−𝑠𝑠+1 + 𝑇𝑇𝑛𝑛−𝑠𝑠+2 + ⋯+ 𝑇𝑇𝑛𝑛

𝑡𝑡
                                                        (1) 

 
where 𝑀𝑀𝑀𝑀𝑠𝑠 is the mean over the last t data-points, 𝑇𝑇𝑛𝑛−𝑠𝑠+1 is the initial data, 𝑇𝑇𝑛𝑛 is the last data, and  
𝑡𝑡 is the total data used for smoothing. Furthermore, the data that the imputation technique has been 
divided into 2 parts including data on training (January 1, 2018-December 31, 2020) and data 
testing (January 1, 2021-August 31, 2021). The generalized space time autoregressive (GSTAR) 
model that has been used in this study can be seen in the equation 2. This research has been limited 
to the GSTAR model (1). 
 

𝒀𝒀𝑎𝑎(𝑡𝑡) = ��𝝓𝝓𝑘𝑘𝑘𝑘
(𝑎𝑎)

𝜆𝜆𝑘𝑘

𝑙𝑙=0

𝑝𝑝

𝑘𝑘=1

𝑾𝑾(𝑙𝑙)𝒀𝒀𝑖𝑖(𝑡𝑡 − 𝑘𝑘) + 𝜺𝜺𝑎𝑎(𝑡𝑡)                                         (2) 

 
where 𝒀𝒀𝑎𝑎(𝑡𝑡) is independent variable, 𝑝𝑝 is autoregressive order, 𝑞𝑞 is moving average order, 𝑑𝑑 is 
differencing order, 𝜆𝜆𝑘𝑘 is spatial order of the 𝑘𝑘-autoregressive condition, mk is spatial order of k-th 
moving average condition, 𝝓𝝓𝑘𝑘𝑘𝑘

(𝑎𝑎) is parameter for autoregressive, 𝑾𝑾(𝑙𝑙) is spatial weighting matrix, 
𝜽𝜽𝑘𝑘𝑘𝑘

(𝑎𝑎) is parameter for moving average, and 𝜺𝜺𝑎𝑎(𝑡𝑡) is error. The weighting that has been used in this 
study is the weighting of inverse distances such as equation 3. 
 

𝑊𝑊𝑖𝑖𝑖𝑖 = �

0 𝑤𝑤12
𝑤𝑤21 0

⋯ 𝑤𝑤1𝑘𝑘
⋯ 𝑤𝑤2𝑘𝑘

⋮ ⋮
𝑤𝑤𝑘𝑘1 𝑤𝑤𝑘𝑘2

⋱ ⋮
⋯ 0

�                                                      (3) 

 

where 𝑖𝑖 ≠ 𝑗𝑗 for the distance between the country and 𝑤𝑤𝑖𝑖𝑖𝑖 = 𝑤𝑤𝑗𝑗𝑗𝑗. Root mean square error (RMSE) 
which has been used to select the best model can be seen in equation 4.  
 

𝑅𝑅𝑅𝑅𝑅𝑅𝑅𝑅 = �∑ �𝑌𝑌𝑎𝑎 − 𝑌𝑌�𝑎𝑎�
2𝑛𝑛

𝑎𝑎=1
𝑛𝑛

                                                      (4) 

 
where 𝑌𝑌𝑎𝑎 is the actual value of the price of gold for each country, 𝑌𝑌�𝑎𝑎 is the prediction value of the 
price of gold for each country, and 𝑛𝑛 is the amount of data testing. 
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RESULTS AND DISCUSSION 

The data that has been obtained can be seen in Figure 1. Based on Figure 1, the dashed line 
indicated that the data had missing values. The index in the figure has been represented date (0 for 
January 1, 2018 and 957 for August 31, 2021. While the results of the moving average smoothing 
have been obtained can be seen in Figure 2. Based on the figure, on the x-axis is the date that has 
been represented 0 for January 1, 2018 and 12 for January 12, 2018.   

 
(a)                                                                          (b) 

 
(c) 

 

Figure 1. Graphs of gold price for each country. 
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                                             (5) 

 

The weighting matrix that has been used in this study is like equation 5. The distance 
between Turkey and Saudi Arabia is 2128.51 km. Furthermore, the distance between Turkey and 
Indonesia is 9101.73 km and the distance between Saudi Arabia and Indonesia is 7348.93 km. 
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(a)                                                                                  (b)      

 
(c) 

Figure 2. Graphs of moving average smoothing for each country. 

 

Table 1. Parameter estimates 
k Parameter Estimate k Parameter Estimate 

2 𝝓𝝓10
(1) 0.997279*** 4 𝝓𝝓10

(1) 0.997046*** 

2 𝝓𝝓11
(1) 0.014271. 4 𝝓𝝓11

(1) 0.015163. 

2 𝝓𝝓10
(2) 0.98839*** 4 𝝓𝝓10

(2) 0.98866 

2 𝝓𝝓11
(2) 0.02295. 4 𝝓𝝓11

(2) 0.02243. 

2 𝝓𝝓10
(3) 1.003e+00*** 4 𝝓𝝓10

(3) 1.003e+00*** 

2 𝝓𝝓11
(3) -3.139e+04 4 𝝓𝝓11

(3) -2.921e+04 

3 𝝓𝝓10
(1) 0.997218*** 5 𝝓𝝓10

(1) 0.996912*** 

3 𝝓𝝓11
(1) 0.014503. 5 𝝓𝝓11

(1) 0.015671. 

3 𝝓𝝓10
(2) 0.988534*** 5 𝝓𝝓10

(2) 0.988493*** 

3 𝝓𝝓11
(2) 0.022682. 5 𝝓𝝓11

(2) 0.022751 

3 𝝓𝝓10
(3) 1.003e+00*** 5 𝝓𝝓10

(3) 1.003e+00*** 

3 𝝓𝝓11
(3) -3.025e+04 5 𝝓𝝓11

(3) -2.827e+04 

             Signif. codes:  0 ‘***’ 0.001 ‘**’ 0.01 ‘*’ 0.05 ‘.’ 0.1 ‘ ’ 1 
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The results of the estimation of parameters have been displayed in Table 1. For each 𝑘𝑘, it 
has been seen 6 parameters that have consisted of 𝝓𝝓10

(1),𝝓𝝓11
(1),𝝓𝝓10

(2),𝝓𝝓11
(2),𝝓𝝓10

(3),  dan 𝝓𝝓11
(3). For the 

influence of lag, 𝝓𝝓10
(1) parameter represented the influence of the gold price lag in Turkey, 𝝓𝝓10

(2) 
parameter represented the influence of the gold price lag in Saudi Arabia, and 𝝓𝝓10

(3) parameter 
represented the influence of the gold price lag in Indonesia. In addition, for the effect of neighbors, 
the 𝝓𝝓11

(1) parameter represented the effect of neighboring Saudi Arabia and Indonesia on Turkey, 
𝝓𝝓11

(2) parameter represented the effect of neighboring Turkey and Indonesia on Saudi Arabia, and 
𝝓𝝓11

(3) parameter represented the effect of neighboring Turkey and Saudi Arabia on Indonesia. 
 

In the table it is also relatively clear that all the coefficients of the lag effect parameters have 
been significant at 𝛼𝛼 =1%. In addition, the 𝝓𝝓11

(1) and 𝝓𝝓11
(2) parameter coefficients were significant 

at =10%, relatively. While the parameter coefficient 𝝓𝝓11
(3) was insignificant, relatively. 

 

Table 2. RMSE 
k TRY SAR IDR ALL 

2 1003.67 416.0062 949151.5 547993.3 

3 1015.727 416.7726 948294.9 547498.7 

4 1044.406 422.877 973881.6 562271.2 

5 1065.534 424.8906 997608.4 575969.8 

 

Based on the smallest RMSE value in Table 2, gold prices in Turkey and Saudi Arabia are 
best if forecasting is done that combines the GSTAR model and smoothing moving average k=2. 
Meanwhile, for forecasting gold prices in Indonesia and overalls it is best if you have combined 
the GSTAR model and the smoothing moving average k=3. For the imputation technique that has 
been applied to the GSTAR model which has produced the worst forecast value is the smoothing 
moving average with k=5. 

 
CONCLUSION 

Incomplete data had become a problem for conducting time series analysis, especially in the 
case of forecasting. Smoothing average imputation technique has been a solution to this problem. 
There have been several missing value imputation techniques that have been used in this study 
including smoothing moving averages with k=2, 3, 4, and 5. Based on the smallest RMSE value, 
the smoothing moving average technique with k=3 that has been applied to the GSTAR model is 
the best missing value imputation in the case of gold prices in Turkey, Saudi Arabia, and Indonesia. 

Research related to the GSTAR model with this missing value still needs to be explored. 
This research limited to the GSTAR model which had an autoregressive order of 1 and a spatial 
order of 1. For further research, it is also necessary to try out the GSTAR model with an 
autoregressive order of 2, 3, and so on. In Figure 1, there are relatively indications that the data is 
not stationary, so further identification is still needed. If these indications are proven, it is also 
necessary to model the gold price data into generalized space time autoregressive integrated 
(GSTARI). The high-order spatial weighting matrix can also be used for further research 
exploration with the aim of looking at the spatial order of how much neighboring influence is 
significant at 𝛼𝛼 = 5% even at 𝛼𝛼 = 1%.  
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